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Abstract—Data is a critical resource for technologies such
as Large Language Models (LLMs) that are driving significant
economic gains. Due to its importance, many different organiza-
tions are collecting and analyzing as much data as possible to
secure their growth and relevance, leading to non-trivial privacy
risks. Among the areas with potential for increased privacy risks
are voluntary data-sharing events, when individuals willingly
exchange their personal data for some service or item. This often
places them in positions where they have inadequate control over
what data should be exchanged and how it should be used.

To address this power imbalance, we aim to obtain, analyze,
and dissect the many different behaviors and needs of both
parties involved in such negotiations, namely, the data subjects,
i.e., the individuals whose data is being exchanged, and the data
requesters, i.e., those who want to acquire the data. As an initial
step, we are developing a multi-stage user study to better under-
stand the factors that govern the behavior of both data subjects
and requesters while interacting in data exchange negotiations.
In addition, we aim to identify the design elements that both
parties require so that future privacy-enhancing technologies
(PETs) prioritizing privacy negotiation algorithms can be further
developed and deployed in practice.

I. INTRODUCTION

Societies have been undergoing a data-driven industrial
transformation due to the internet, social media, and Artificial
Intelligence (AI) techniques such as Large Language Models
(LLMs) [1]. The amount of data that has been consumed
and/or created by these technologies has exploded exponen-
tially, as organizations in various sectors are using this gold
rush to support their growth [2]. A consequence of these
campaigns are the capture of mass data that can identify a
real individual or their behaviors, called personal data [3]. This
represents a non-trivial privacy risk for nearly all individuals.
If we accept Westin’s definition of privacy [4], “the claim of
individuals, groups or institutions to determine for themselves
when, how, and to what extent information about them is
communicated to others,” then these techniques to collect,
store and analyze the large amount of available data, including
personal data, potentially violate privacy.

Symposium on Usable Security and Privacy (USEC) 2025

24 February 2025, San Diego, CA, USA

ISBN 979-8-9919276-5-9
https://dx.doi.org/10.14722/usec.2025.23016
www.ndss-symposium.org, https://www.usablesecurity.net/USEC/

Cori Faklaris
University of North Carolina at Charlotte
cfaklari @charlotte.edu

(3) DOB:
01/01/1970

Fig. 1: Our running example featuring a voluntary data-sharing
event occurring at a bar: bouncer and patron engage in a
negotiation for the release of personal data.

Unfortunately, events that violate privacy are occurring more
frequently. Within the context of the U.S., the public has
seen the federal government collect mass internet communi-
cations [5], attackers stealing personal data from companies
[6], companies selling personal data overseas [7], and more.
Government, academia and industry are addressing the need
for better privacy controls. The European Union’s General
Data Protection Regulation (GDPR) [3] safeguards the data
rights of their citizens. Legislative bills that mirror the GDPR
have been gaining support within the U.S. Congress [8]. And
multiple services, i.e., Optery [9] and Deleteme [10], have
been launched to assist subscribers in removing their personal
information from data brokers and the Internet.

While these initiatives have helped to mitigate privacy risks
posed by the digitization of our lives, there is work to be done
focusing on the privacy risks associated with data collection,
specifically voluntary data-sharing events as illustrated in
Fig. 1, in which the patron, Bob, is depicted on the left side.
In step (1), Bob is approaching the bar. In step (2), Bob meets
the bar’s bouncer, Tim. Their job as the bar’s representative is
to ensure that every potential patron is of age to purchase an
alcoholic beverage, as is mandated in several countries. In step
(3), Bob willingly exchanges some personal data, their date
of birth, by producing their identification card to Tim. Three
issues can occur in these events that pose an increased privacy



risk: (1) the sharing method reveals more data than intended
(for example, in step (4) of Fig. 1, Bob’s identification card
has more data than data of birth); (2) a party of the event
acts in bad faith (say Tim collects Bob’s data for their own
purposes); and/or (3) a power imbalance between the parties.

The figure of Bob the patron and Tim the bouncer is but one
example of these voluntary data-sharing events. These types
of events occur both in the online setting, i.e., exchanging
financial data to shop on an e-commerce site, and in the
physical setting, i.e., exchanging personal data and ticket data
to ticket booth operator to attend a concert. The main goal
of our research is to address the issues of voluntary data-
sharing events in both online and physical settings, based
on our guiding philosophy that individuals should have a
say over how their personal data is used. To that end, our
aim is to develop approaches that enable data subjects (those
whose data is being exchanged) and data requesters (those
who want to acquire the data) in a voluntary data-sharing
event to negotiate what personal data will be exchanged and
what will be done with it. Our approaches will meet three
goals: (1) Provide greater control over personal data to the
data subjects; (2) Enumerate the risks to both the data subjects
and data requesters; and (3) Provide greater transparency on
how personal data may be used.

To accomplish these goals, we are developing a negotiation
framework to enable both data subjects and data requesters
to negotiate about what personal data will be shared. We are
designing the framework to support three forms of negoti-
ation: manual negotiation, automated negotiation, and semi-
automated negotiation, in which autonomous agents provide
support to their human counterparts by recommending actions
to take during the negotiation. As an initial step, we are de-
signing a multi-stage study that surveys the populations of data
subjects and data requesters. The study will gather information
from these two populations to inform the framework so that
it meets the needs of both populations. Most significantly,
we seek to understand what are the sets of personal data
elements that data subjects are willing to share to various
data requesters under different conditions in order to develop
a future negotiation framework. To that end, some sample
research questions that will be investigated as part of our study
may include, but may not be limited to, the following:

RQq
RQ:
RQs
RQq4
RQ;
RQs
RQ7
RQs
RQy

What personal data should be shared to a requester?
What factors influence the decision to release data?
What factors influence the decision to request data?
What data actions are done with personal data?

What data actions should be allowed to occur to data?
What is the perceived privacy risk to data subject?
What is the operational risk to the data requester?
What controls are needed to support data subjects?
What controls are needed to support data requesters?

II. BACKGROUND
A. Related Works

Over the years, there have been multiple works that de-
veloped a negotiation framework for determining what data to

disclosure. Bennicke and Langendorfer [11], proposed a nego-
tiation framework for web applications based around the P3P
standard which defines privacy policies for service providers
and preference document called APPEL that indicates what
the users want from the service provider in regards to how the
service provider uses their personal data. In addition, Walker,
Mercer and Seamons proposed their ”Or Best Offer” (OBO)
negotiation scheme for web applications [12]. Their design
goals for their negotiation scheme were completeness, fair,
and secure, making use of agents operating for the both the
client and server to drive the negotiation, and establishing
various rules that the agents need to follow to ensure fairness.
In a similar manner, Ukil et al. [13] proposed a negotiation
scheme for an Internet of Things (IoT) platform based on a
set of privacy policies. Both parties will follow the appropriate
policies to either publish their data as in the case of the
data producer or request that data as in the case of the
data requester. Once the negotiation process is complete and
what data is to be exchanged is defined, a set of privacy
preserving rules is be created for the data consumer to access
the data. Moreover, Jung and Park proposed a market-based
negotiation framework for selling differentially-private data
[14]. The basis of this framework is to find and match data
providers and data consumers that will exchange differentially
private data at a negotiated ¢ value and price point, using
the Rubinstein bargaining [15] type negotiation. Furthermore,
Filipczuk et al. [16] proposed a novel multi-issue automated
negotiation framework to negotiate privacy permissions using
their “partial-complete offer” protocol. They evaluated their
framework with a user study and demonstrated that their
framework produced outcomes that better aligned with the
users’ privacy preferences compared to the standard take-it-
or-leave-it” approach.

B. Personal Data

GDPR defines personal data as ”Any information relating
to an identified or identifiable natural person (’data subject’)”
where ’identifiable natural person means “one who can be
identified, directly or indirectly, in particular by reference to
an identifier” [3]. However, as technology has evolved so
has the potential for new kinds of data produced or inferred.
Social media has made it possible to determine a person’s
relationship circle, personal images, and location check-ins
[17]. IoT devices are able to gather new type of data ranging
from health data to location data to device data [17]. Often this
data is collected, analyzed, and sold by data brokers to other
third party entities [18]. This data from these new sources can
be further leveraged to produce more data that is potentially of
higher personal value such as voting behaviors [19] by being
analyzed with powerful analysis tools such as deep learning
models [17]. To understand this evolution of personal data,
Saglam, Nurse and Hodges developed several taxonomies that
classified both the current and new categories of personal data
[17]. In particular they focused on both the financial and health
sectors. They produced taxonomies of the personal data that
are used in these sectors from the viewpoints of industry,



academia, and the government sectors, and found that the
government was significantly behind of what academia and
industry viewed as personal data [17].

C. Privacy Risk

In order to calculate the potential privacy risks involved in
data sharing events, the following need to be considered: (1)
What harms occur when there is a privacy violation; (2) What
are the threats or actions that cause a privacy violation; (3)
What factors affect how an individual perceives privacy risk
thus affecting how one is willing to share their personal data.

1) Harms and Actions: Citron and Solove [20] enumerated
a privacy harm topology in which they identified several dif-
ferent categories, including physical, economical, reputational,
psychological, discrimination, etc. Moreover, Brooks et al.
[21] argue that privacy risks differ from information security
risks, which come from threats that are not authorized to ac-
cess the asset thereby compromising the asset’s confidentiality,
integrity, or availability. However, privacy risks come from
threats who are potentially authorized to access the personal
data, but the action that the threat performs on the data is
perceived as causing some privacy harm by the data subject.
Brooks et al describe these privacy threats as “problematic
data actions” to distinguish them from traditional threats [21].

2) Relevant Factors: One of the core issues of perceived
privacy risk is the privacy paradox, which describes the
phenomenon where users’ stated preferences is to preserve the
privacy of their personal data but their revealed preferences
are more relaxed. Thus users are more willing to share or
sell their data in practice [22]. One possible explanation for
this discrepancy is that benefits to the data subject in sharing
their personal data far exceeds the costs incurred. Bhatia and
Breaux [23] explored the factors that could influenced the
decision process that data subjects undergo in determining
whether or not to share their data. They modeled the data
subjects’ perceived privacy risk as the willingness to share
their personal data and identified 6 different factors that affect
an individual’s willingness to share: data type, computer type,
data purpose, privacy harm, harm likelihood, and individual
demographic factors. Also, Dupree et al. [24], sought to
identify how users differ in their behaviors towards privacy
and security practices by identifying 5 different clusters of
users in relation to their privacy and security practices.

III. PROPOSED METHODOLOGY

A major limitation of the works presented in Sec. II-A is the
lack of insights on how both data subjects and data requesters
interact with each other within a negotiation on personal data,
including what design requirements each party wants from a
negotiation framework. Thus, to address this limitation, we
propose a user study to investigate what is required for a
data negotiation process from both a data subject perspective
and a data requester perspective, using techniques developed
from the usable security and privacy domains. This section
will detail the proposed plan by identifying the populations
that will be surveyed, the selection of research questions, the

structure of the study, and the expected results of the study
and how those results will be integrated back into a future
negotiation framework.

A. Targeted Population

As mentioned before, within the privacy negotiation setting,
there are at least two parties that engage in this interaction:
the data subjects and the data requesters. With this framing,
we can determine what populations would inhabit these roles
in the negotiation event.

In terms of limitations for participant recruitment, we re-
strict the selection of individuals to that of the United States
population. The reason for this limitation is to maintain a
consistent cultural understanding of privacy and privacy harms.
The foundation of the future negotiation framework is based on
a theory of privacy harm that originates from a United States
legal context [20]. It would be inappropriate to recruit from
populations outside the US because of their different cultural
understandings of privacy and harms. For the role of data
subjects, we are targeting the general US population because
this is the population that is exchanging their personal data for
access to a service or product. For the role of data requesters,
we are targeting the individuals who either directly handle
the data subject’s personal data, i.e. front-line workers such
as in-take nurses, bar bouncers, ticket booth operators, and
individuals that design and operate the data security measures,
i.e. IT professionals operating the data security or privacy
operations for an organization. These potential participants
will be recruited from businesses, non-profit organizations, and
online vendors because these are the entities that are offering
a service or product for access to the personal data of their
users in addition to other resources, i.e., money.

B. Research Questions

As stated previously, this study’s goal is to determine
what is required for a future negotiation framework from the
perspective of both parties in the negotiation. To achieve this
goal, we introduced 9 research questions in Sec. I. We now
elaborate on the nature of each of these questions. The core
of the negotiation framework is the determination of what is
the appropriate set of personal data that should be shared in
a given set of contexts, i.e., what personal data should Bob
share with Tim to get a drink. This exchange is based on the
concept of information flows from Nissenbaum’s contextual
integrity theory of privacy [25].

1) Handling of Personal Data: To determine what is that
set of personal data items, RQ; and RQ5 should be posed to
the data subject population. The most straightforward manner
to investigate RQ; and RQ, from the data subject perspective
would be as a series of scenario based questions where
participants can select which pieces of personal data they
would share given a set of factors. From the bar example in
Fig. 1, Bob would be asked what data he would prefer to
exchange and for what reason did he select that particular set
of data. RQ3 should be posed to the data requester population.
From the perspective of data requesters, they experience a



different set of obligation from the data subjects, i.e., Tim and
the bar have legal and business obligations to collect personal
data of their customers to operate properly.

2) Data Actions: Another aspect to investigate is that of
acceptable data actions. A critical component of a future
negotiation framework will be its privacy risk model where the
threats will be modeled as problematic data actions [21]. Thus
it is important to establish what is the range of data actions
that data requesters currently do with the shared data, i.e., what
action does the bar do with Bob’s data. It also important to
determine what potential privacy harms these actions could be
perceived to incur, i.e., how does the bar’s actions potentially
violate Bob’s privacy. It also necessary to investigate what
actions are data subjects are willing to allow for a personal data
item, i.e., what is Bob’s preference for the set of actions the bar
can perform on his data. RQ4 and RQj5 seeks to collect these
answers from data requesters and data subjects respectively.

3) Risks of Negotiation: RQg and RQ7 are related to the
risk model within the negotiation framework. To introduce
transparency into negotiation process, a future negotiation
framework needs to be designed to compute the risks involved
in sharing specific data elements from personal data. For
example, Bob and the bar should both know the potential risks
to Bob’s privacy if data is shared and the bar’s risk if data is
not shared in order to have a transparent negotiation. RQg will
be posed to data subjects and RQ; will be posed to requesters.

4) Usability of Negotiation Framework: RQq to RQ7 are
exploring how specific functions within a future negotiation
framework should compute optimal sets of personal data and
the associated risks of those sets so that both parties achieve
their desired outcomes in the negotiation. RQg and RQg differ
from the previous questions in that they are used to investigate
how a future negotiation framework should be designed to
provide usable controls to users. From Whitten and Tygar’s
work, we know that typical users are not motivated to engage
with security controls that require maintenance and upkeep;
they just want it to work [26]. However, there are users who are
more motivated to engage with security and privacy practices
[24]. To be readily adopted, a future negotiation framework
needs to be usable for various categories of users. RQg and
RQg will be used to capture that information.

C. Survey Design

With the targeted populations identified for the study and
the reasons for the selection of the research questions, the
user study can be tailored to ask specific interview questions
to each population. As shown in Fig. 2 the user study will
be split into three different tracks, one entirely focused on
the data subject perspective, one purely focused on the data
requester perspective, and one centered on the usable design
portions. As the proposed study includes the recruitment of
human subjects, we will submit it to our Institutional Review
Board (IRB) for approval before conducting the study. All data
collected from this study will be protected and anonymized.

1) Data Subject Track: Since RQp, RQ2, RQ5, and RQg
need to be answered from the data subject population, these

questions will be addressed by the data subject track as
outlined in Fig. 2. The data subject survey track will be
conducted online to recruit as many individuals as possible
and from as broad a range as possible. The surveys will be
created using a survey management service, i.e. Qualtrics, to
achieve this. The anticipated number of participants recruited
for this track ranges from 800 to 1000 participants. The
majority of participants will be recruited through a crowd-
sourcing platform such as Amazon’s MTurk platform, but
we will manually recruit individuals if necessary through
advertisement or email messaging. The data subject track
consists of three phases: pre-test, survey, and post-test phases.

a) Pre-Test Phase: This phase will consist of an
initial assessment of participants to categorize them into one
of several possible privacy personas. The purpose of this
assessment is to determine the range of data a persona is
willing to share and what factors affect those preferences. The
assessment will be mechanically similar to that of Westin’s
Privacy Segmentation Index [27], but will use Dupree et al.
privacy personas [24] as the foundation for the assessment.

b) Survey Phase: For this phase, the vignette survey
format was selected as the core approach. A vignette survey
use descriptions of scenarios combined with differing level
of important characteristics called dimensions to explore the
respondents’ judgments to those scenarios [28]. Bhatia and
Breaux used a vignette survey to determine what factors
affected users’ perceived risk computation and the significance
of those factors [23]. Our study will take inspiration from this
work, but it differs by determining what sets of personal data
items users are willing to share under various factors, i.e.,
business type, data actions, etc. Other factors will be identified
to be used in the survey through analysis of current privacy
and data policies of businesses and corporations.

c) Post-Test Phase: To finish this track of the study,
this phase will finish with a demographic survey to collection
demographic information such as age, gender, ethnicity, etc.

2) Data Requester Track: RQs, RQ4, and RQj5 are needed
to be answered from the data requester population and the
proposed format can be viewed in Fig. 2 in the data requester
track. This track consists of the following two phases:

a) Exploratory Phase: This phase will explore the
initial view of the business and corporate requirements for
personal data through published privacy or data policies.
Analyzing these policies will assist in the creation of potential
questions to ask to recruited data requester participants.

b) Survey Phase. The second phase of this track is the
survey phase. There is a potential point of failure that can
occur with this particularly target population. The population
that is being targeted, front-line workers and IT professionals
of businesses, organizations, etc., is a significantly smaller
pool of potential candidates. Thus, to address this potential
shortcoming, we will use a semi-structured interview format.
The number of participants to be recruited for this track
of the study will be between 20 and 40 individuals. The
interviews will be conducted in whatever manner that is most
convenient for the participant either in-person or remotely. The
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Fig. 2: Our proposed study design comprising three tracks and
four different interconnected phases.

interviews will last up to 45 minutes to an hour. This purpose
of these interviews is to gather information about the business
needs concerning the collection of personal data, potential
obligations, i.e. legal, to collect personal data, risks to the
business if that data is not collected, how data collection and
data privacy policies are implemented, etc.

3) Usability Track: The last track, the usability track in
Fig. 2, will be used to investigate RQg and RQg. The usability
track will recruit participants from both populations. The
number of participants recruited for this study will range from
20 to 40 individuals. This track consists of the following:

a) Pre-Test Phase: This phase will also conduct a
privacy persona assessment of the participants same as the
one conducted in the pre-test phase of the data subjects track.
Participants from both the data subject population and data
requester population will complete the assessment.

b) Survey Phase: Since the specified research questions
for this track are exploring potential design requirements in
a future negotiation framework, the survey phase will use a
semi-structure interview format similar to what was discussed
in the data requester track.

¢) Post-Test Phase: To end this track, this phase will
also conduct a demographic survey to collect various demo-
graphic data such as age, gender, ethnicity, etc.

D. Expected Results

Having described the structure of our study, it is necessary
to determine what type of results are expected and how they
may be incorporated back into the negotiation framework.

From the data subject portion of the study, we anticipated
two sets of results. The first set of results that are anticipated
are sets of personal data items and allowed data actions
that the participatory data subjects selected during the course
of the survey for various scenarios. A planned part of the
future negotiation framework is a recommendation system

that will suggest what personal data elements and what data
actions should be given to the data requester during the course
of a negotiation. The sets collected during the survey will
act as training data to develop the recommendation system.
The second set of results will be the identification of which
contextual factors that influenced the data subjects’ perceived
risk of individual data elements and the factors’ significance in
that process. These factors and their importance will be used
to update the perceived privacy risk model of the framework.

From the data requester portion of the study, we anticipate
three set of results. Similar to the the first set of results from
the data subjects, the first set of results from the data requesters
are sets of personal data elements and data actions that the data
requesters require for their operations. Once again, another
recommendation system will be developed using this set of
data as training data so that the recommendation system
will produced recommended data requests for the requester’s
organize type. The second set of results are the different
categories of data actions that are currently being used to
collect and process personal data. These results will be used
to update the perceived privacy risk model and the negotiation
algorithms. The third anticipated result is the set of potential
operational risks that a data requester could be exposed to if
they don’t obtain access to required personal data, which will
be used to update the operational risk model in our framework.

From the usability portion of the study, we anticipate re-
ceiving two sets of design requirements and recommendations
that will be used to re-design elements of the negotiation
framework and to design the interfaces through which the
users, both data subjects and requesters, will interact with it.

IV. CONCLUSION AND FUTURE WORK

Data is a significantly important resource in the world’s
economies today; thus highly sought after to the point of
potential privacy violations. This work seeks to remedy this
issue by developing a privacy negotiation framework that
mediates what personal data elements should shared from a
data subject to a data requester. Our first step is the creation
of a user study to investigate how data subjects and data
requesters interact with one another in a negotiation, which
is a still a work in progress. For future work in the mid-
term, the results of our study will be incorporated back into
the design of a future negotiation framework, which will be
evaluated through a user study. Finally, for long-term future
work, different cultural perspectives of privacy harms and legal
frameworks, i.e. GDPR, will be also incorporated.
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